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Part IIntrodu
tion
1 Motivation

The investigation of the movement of objects and the laws behind them have always been one of
the main interests of scientific work dating back at least as far as philosophyin ancient Greece [4].
With the development of modern scientific reasoning and technology the field of kinematics
is ever changing. From a purely philosophical approach the field of kinetics underwent great
changes (advent of Newton’s law or quantum dynamics to mention the most prominent.) How-
ever, even if the methods get more sophisticated and the objects of research become abstract,
the main interest stays the same as narrow or as wide you may define kinematics:Describe the
temporal evolution of any given object, may it be a stone from a catapult or the abstract object
we call a photon.

In this work we will investigate the dynamics of bosonic particles on a finite one-dimensional
chain with a tilted potential. We will later model this situation by the so-called Hubbardmodel,
which was designed originally to describe electrons in low-temperature solid state systems [8].
On one hand, these considerations allow us to understand a wide range ofphenomena which
might be used in technical applications. Examples are the linking of atomic orbits of a bulk
material with those of a substrate, chains of arrays of Josephson junctions [21] or the dynamics
of trapped bosonic atoms inside a periodic laser field [9], as well as studiesof entanglement [18].

On the other hand the model can easily be reproduced for a wide range ofparameters for
atoms in laser fields [9] and it has the advantage to be a standard model for Quantum Phase
Transitions [5].

2 Formulation of the Problem in Terms of the

Bose-Hubbard Hamiltonian

We want to analyze the dynamic behavior of bosonic particles on a a finite chain of L sites
(positionedi = 0,q. . .L− 1). This system is considered to be governed by the Bose-Hubbard
Hamiltonian:

H =
L−1

∑
i=0

µini +
U
2

L−1

∑
i=0

ni(ni−1)−ω
L−1

∑
i, j=0

(
bi

†bj +bj
†bi
)

(2.1)

The first term represents the sum over the energies associated to each site given by the number
of particles on the site times the associated chemical potentialµi . ω is the hopping amplitude
between sitesi and j whereasU denotes the repulsive two-particle interaction energy if more
than one particle occupy a given site (c.f. Figure 1).

The field operators are the bosonic creation and annihilation operatorsbi ,bi
† satisfying the

usual commutation algebra
[
bi ,bj

†
]
= δi, j . This system is known to present a Mott-Transition

between a superconducting and an isolating phase, the latter one occurring for integer ratios of
the total number of particlesN and the number of sitesL so that we obtain a band structure with
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Figure 1: Hopping on the bosonic spin chain with same site interactionUm hoppingω and
chemical potentialµi

energy gaps atNL = n,n = 0,1, . . .. This system has been studied experimentally in the funda-
mental experiment by Greiner [7] showing the Mott-Insulator phase transition. Also numerical
simulations have been carried out with many different generalizations to the model like multiple
dimensions [20].

For our work we consider a system at very low temperatures. Therefore, the particle-particle
repulsionU is too strong to be overcome by the thermal energy of the particles. If we place
ourselves in the first superconducting band 0< N

L < 1 we can send the repulsion of the bosons to
infinity. Verifications of the validity of this approximation can be found in [13].Furthermore we
consider jumping between neighboring sites only, breaking down our sum over all combinations
of i, j in (2.1) toi = j±1.

3 Transformation to free Fermions

3.1 Transformation to the Spin Chain

The description of hard-core bosons as fermions is established in [6]. The system described has
only two possible states per sitei, occupiedni = 1 or non-occupiedni = 0, which can be treated
analogous to a spin-chain of spins↑ and ↓. The mapping is established using the following
transformation from the bosonic particle creation and annihilation operatorsto to the spin ladder
operators (see [19] for details).

σ+
j =bj

†

σj
− =bj

which yields

σx
j = σ+ +σ− =bj

† +bj (3.2a)

iσy
j = σ+−σ− =bj

†−bj (3.2b)

σz
j = 2σ+σ−− 1̂ =2bj

†bj − 1̂ (3.2c)

Writing the ladder operators in terms of the bosonic creation and annihilation operatorsb,b†,
we recover the common commutation relations of the spin operators (Pauli Matrices) on each site

[

σ j
i ,σ

k
i

]

= 2iε jkl σ l
i j,k, l ∈ {x,y,z}.
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Inverting (3.2) and inserting in (2.1), we get the Hamiltonian in terms of a spin chain:

H =−ω
2

L−1

∑
j=0

(

σx
j σx

j+1 +σy
j σy

j+1

)

+
L

∑
i=0

µi

2
σz

j . (3.3)

We have dropped the constantE0(N,µi) = ∑L−1
i=0

µi
2 .

The main advantage of this new formulation of the problem lies in the fact that thespin-chain
is a system with well studied dynamics for which a rich set of mathematical tools and results is
already available.

Let us briefly review the main properties of the system described by (3.3).For a constant
chemical potential, this Hamiltonian is the standard XX-Hamiltonian and is known to present a
critical phase transition atµ = ω

2 . For µ higher than this critical value we observe the paramag-
netic phase essentially forcing all spins to be aligned with the external fieldµ. For lower values
of µ the system is in a critical fluctuating phase.

The relaxation dynamics in this system have been largely studied (e.g. [2]) as well as the
influence of the finite character of the system [3].

3.2 Jordan-Wigner-Transformation to non-intera
ting Fermions

The Hamiltonian of the XX-Model (3.3) can easily be solved using the Jordan-Wigner Trans-
formation in the case of a translation-invariant potential [12]. For a detaileddiscussion of the
canonical diagonalization see [10, 15–17]. We will proceed analogousto this, but keep in mind
the explicitly space-dependent chemical potentialµi .

The interest of the Jordan-Wigner Transformation is to completely fermionizeour system
(make the field operators commutation relations those of a system of noninteracting fermions).
For the Hamiltonians (3.3) and (2.1) we have commuting operators for different sites, e.g.

[

σ+
i ,σ−j

]

= 0 if i 6= j.

For many-body fermionic behavior we need to have an anti-commuting algebrabetween sites.
This expresses that the many-particle wave function is antisymmetric under theexchange of two
particles in a fermionic system.

So we need a set of operators mapping from the spin operatorsσ to the creation and annihila-
tion operatorsc+

i ,ci associated to a given site i.

ci = A iσ−i
c+

i = σ+
i A i

†,

whereA i is the operator which will be constructed to guarantee the necessary anti-commutation
relation, namely

{
c+

i ,cj
}

= δi, j for all i, j. (3.5)

This impliesA i to commute with all operators on site i.

{
ci ,c+

i

}
= AnAn

†σ−i σ+
i +An

†Anσ+
i σ−i =

{
σ−i ,σ+

i

}
= 1̂.
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The actual transformation with the above mentioned properties for the new operators can be
shown to be generated by the operator

An = ∏
i<n

(−σz
i ) . (3.6)

By taking
σz

i = 2σ+
i σ−i 1 = 2A i

†A ic+
i ci−1 = (c+

i +ci)(c+
i −ci)

we can rewriteAn in terms ofc,c+. With this representation ofAn we express the terms in the
Spin-Hamiltonian (3.3) (using (3.5) and the fact that double application ofci or c+

i is zero):

σx
i σx

i+1 =(c+
i +ci)(c+

i +ci+1)

σy
i σy

i+1 =− (c+
i −ci)(c+

i −ci+1).

It should be noted, that this method only works for a limited set of combinations of the opera-
torsσk

i ,k = x,y,z. In general it creates chains of operatorscici−1 . . . resulting from the nonlocal
character of the operatorsc.

The transformation applied to our Hamiltonian yields:

H =
L−1

∑
i=0

µic+
i ci−ω

L−2

∑
i=0

(
cic+

i+1 +ci+1c+
i

)
. (3.8)

Although the Hamiltonian seems very similar to the bosonic Hamiltonian it now includes the
non-local characteristics (creation and annihilations takes into account all particles to the left of
the site we are acting upon) of our new operatorsc,c+.

This Hamiltonian can be solved using a simple Bouguliubov-Transformation. Forthe XX-
Hamiltonian (µi = µ) this means essentially Fourier-transforming the annihilation and creation
operators.

In our case however, we have to explicitly diagonalize the Hamiltonian to obtain itsspectrum
and energy eigenmodes generating the transformation.

By introducing the vector

ĉ =






c0
...

cL−1






ĉ+ =
(

c+
0 · · · c+

L−1

)
= ĉ†

we can write our Hamiltonian as matrix

Ĥ = ĉ†T̂ĉ. (3.10)

The hermitian matrix̂T is then

T̂ =−












−µ0 ω 0 · · · 0

ω −µ1 ω . ..
...

0
... ... ... 0

...
... ω −µL−2 ω

0 · · · 0 ω −µL−1












.
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For any given potentialµi , i = 0..L− 1, we can formally diagonalize the matrix̂T in order
to write the Hamiltonian in a form, that only depends on its one-particle eigenstate creation
and destruction operatorsηq,η+

q . Let V̂q,q = 1..L denote the (normalized) eigenvectors ofT̂ of
dimensionL:

T̂V̂q = εqV̂q q = 1..L (3.11)

In principle it is then easy to deduce the unitary transformation diagonalizingT̂ to the diagonal
matrix D̂:

Ĥ = ĉ†D̂ĉ = ĉ†ÛD̂Û†ĉ = η̂†D̂η̂

such that

H =
L

∑
q=1

εqη+η .

So once this is done, we have the spectrum of the Hamiltonian as well as the operators
(η+

q ,ηq)creating or destroying the eigenstate associated toεq in the diagonal system. So we
can decompose any operator expressed in terms ofc,c+ into its energy eigenmodes and therefore
calculate its time-development. Reintroducing the dropped constant from (3.3):

H =
L

∑
q=1

εq

(

η+η− 1
2

)

. (3.12)

3.3 Cli�ord-Operators

Instead of using (3.10) directly, it is convenient to use a generalized representation in terms of
linear combinations ofc called Clifford operators notedΓα

n , whereα = 1,2 and n=0..L−1. Their
definition in terms of the fermionic operators is

Γ1
n =

(
ci +ci

+
)

Γ2
n = i

(
ci−ci

+
)
.

These operators are hermitian by definition and form an algebraic structure called Clifford-
Algebra, characterized by

{
Γµ

n ,Γν
m

}
= 2δm,nδµ,ν . The Jordan- Wigner-Transformation then

reads [15,17]:

σx
i = ∏

j<i
(−iΓ2

j Γ
1
j )Γ

1
i (3.14a)

σy
i = ∏

j<i
(−iΓ2

j Γ
1
j )Γ

2
i (3.14b)

with σz
i =−iΓ2

i Γ1
i (3.14c)

In this case, we get

σx
i σx

i+1 =− iΓ2
i Γ1

i+1

σy
i σy

i+1 =− iΓ2
i+1Γ1

i

7



such that

H = i
ω
2

L−2

∑
j=0

(
Γ2

j Γ
1
j+1 +Γ2

j+1Γ1
j

)
+ i

L

∑
j=0

µ j

2
Γ2

i Γ1
i . (3.16)

which can be symmetrized by substitutingΓ2
i Γ1

j = 1
2

(

Γ2
i Γ1

j −Γ1
j Γ2

i

)

(we again dropped the con-

stantE0). As the Hamiltonian is now quadratic in terms ofΓ, we introduce the vector

Γ =













Γ1
...

ΓL

ΓL+1
...

Γ2L













=













Γ1
1
...

Γ1
L

Γ2
1
...

Γ2
L













. (3.17)

and write our Hamiltonian as

Ĥ =
1
4

Γ†T̂Γ. (3.18)

The hermitian matrix̂T is in this case given by

T̂ =

(
0 Ĉ

Ĉ† 0

)

with

Ĉ =−i












−µ0 ω 0 · · · 0

ω −µ1 ω .. .
...

0
... ... .. . 0

...
... ω −µL−2 ω

0 · · · 0 ω −µL−1












.

Again, we can for any given potential diagonalizeT̂ to write the Hamiltonian in diagonal form
with this timeV̂q denoting the (normalized) eigenvectors ofT̂ of dimension 2L:

T̂V̂q = εqV̂q q = 1..2L (3.19)

So we get for the transformation ofT̂ to the diagonal matrix̂D:

Ĥ =
1
4

Γ†T̂Γ =
1
2

Γ†
√

2
ÛD̂Û† Γ√

2
=

1
2

X̂†D̂X̂ (3.20)

such that the Hamiltonian reads in terms of the one-particle eigenfunction creation and annihila-
tion operators

H =
1
2

2L

∑
q=0

εqXq
†Xq.

The factor 1√
2

in (3.20) guarantees a “normalized” anticommutator
{

Xq
†,Xk

}
= δq,k.

8



We have to find the transformation matrixÛ (the eigenvectorŝVq of T̂) to determine the decom-
position of any operator in the diagonal system of the Hamiltonian and thus enabling us express
its time-development.

It will be useful to rewrite the eigenvectors of the diagonalizing transformation as

V̂q =
1√
2













Φq(n = 1)
...

Φq(n = L)
−iΨq(n = 1)

...
−iΨq(n = L)













. (3.21)

where the indexm in Vq(m) runs over the 2L lines. These are basically the Bouguliubov coeffi-
cients for the diagonalizing transformation:

Xq =
1√
2

2L

∑
m=1

Vq(m)∗Γm. (3.22)

Their inverse yields a result which is totally equivalent to the one we found for the operatorsc,c+

with ηq the annihilation operator of an energy eigenstate:

Γm
1 =∑

q
Φq(m)

(
η+

q +ηq
)

(3.23a)

Γn
2 =i ∑

q
Ψq(m)

(
η+

q −ηq
)

(3.23b)

H =∑
q

εq

(

ηqη+
q −

1
2

)

q = 1. . .L (3.23c)

This result is for a system without creation and annihilation of particles identical to (3.12) due to
a symmetry of the Clifford-operators and Bouguliubov-Coefficients.

To explicitly calculate these coefficients, we use the formulation (3.21) in (3.18) which gives
us the two coupled equations (c.f [15])

−iĈΨ̂q = εqΦ̂q (3.24a)

iĈ†Φ̂q = εqΨ̂q. (3.24b)

These equations allow us to group the solutions forεq into a positive and a negative spectrum.
From any positive set of solutions(Φ̂q,Ψ̂q,εq) q = 1..L describing a spectrum of particles we
can directly deduce its anti-particle counterpart(−Φ̂q,Ψ̂q,−εq) q = L+1..2L and vice-versa.
The energy spectrum in terms ofc,c+ (noted primed) simply neglects the anti-particle spectrum:
Φq(n)′ = Ψq(n) = Φq(n),ε ′q = εq q = 1..L. We will in this work always treat the particle
spectrum only and neglect the symmetric antiparticle spectrum.
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4 Basi
 Con
epts

After having put forward the problem and simplifications, we will now present the main concepts
for its solution including some fundamental results we will need in the course ofstudy.

First of all let us define the basis of our system. The dimension of any complete basisB is
2L (L independent spins). Each basis is made up from antisymmetric Fock states, each of which
describes a combination of L one-spin states↑ or ↓. Two possible one-spin bases to build up the
Fock states from are e.g. the base of localized one-particle-states for thesitesi (created/destructed
by ci ,c+

i ) or the eigenstates of the Hamiltonian (associated toηqi ,ηq
+
i ). We can define this latter

basis by

B =







|Ψtot〉= η+
q η+

q′ η
+
q′′η

+
q′′′ . . .

︸ ︷︷ ︸

all possible combinations ofq’s ∈ [1..L]

|0〉







.

4.1 Conventions

There are some notations and conventions we will use throughout this work. We give a short list
of those to keep in mind:

• The Hamiltonian above is over-parametrized. Actually we can factor outω . Without loss
of generality, we can setω = 1

2 and scaleµ (and the Energy) in terms ofω .

• We will use the spinSk
i k = x,y,z which expresses the link of the Pauli Operatorsσk

i
with the energy of the expectation values and will be treated analogous to a magnetization.
However, as we have seth̄ = 1 the difference between the operators is merely formal. The
expectation value forSk is taken to range from−1 (associated to|↓〉) to 1 (|↑〉), where−1
is a non-occupied and 1 an occupied state in terms of bosonic particles.

• We sometimes substitute the integer variable denoting the position by a continuous vari-
able. In this case, we will no longer refer to the position with variables canonically denot-
ing integers (e.g.n,m, i) but by a variable associated to a continuous position (e.g.x,y,z).
We will then use the magnetizationmk(x) and the particle densityρ(x) instead of the spins
on each siteSk

i . In general we will use subscript indices likeµi to denote discrete depen-
dencies. To avoid confusion with multiple indices, a notation analogous to the continuous
system is sometimes used also for the discrete case (thus e.g.µ(i)) .

• The connection between the spin and the bosonic operators is given by

ni =
1
2
(Sz

i +1)

or in the continuous case

ρ(x) =
1
2
(mz

k(x)+1).

10



• The Heaviside step function is denoted by

Θ(x) =

{

0 if x < 0

1 if x≥ 0

and the door (formally boxcar) function

⌈⌉(a. . .b;x) =

{

1 if a≤ x≤ b

0 otherwise
. (4.1)

4.2 Expe
tation Values, Wi
ks Theorem and Representation in Terms of

the Correlation Matrix

Our interest lies mainly in the expectation values of observables, like the energy 〈H〉= E or the
spin at a given position〈σz

i 〉.
In general we have:

〈O〉= Tr {Oρ} ,
whereρ represents the density matrix operator and the trace being taken over any complete basis.

We have shown, that all degrees of freedom are those of the spins forall sites. Changing
into the energy eigensystem they can always be expressed in terms of the Clifford Operators
(3.14a)(3.14b) (3.14c).

Wicks theorem states, that it is always possible to factorize these expectation values of many-
operator products down to a sum of products of two-operator expectation values. If we know the
behavior of all two-operator expectation values, we can formally deducethe expectation value of
any physical observable. In our case these two-operator expectationvalues are:

〈Γµ
n Γν

m〉 µ,ν = 1,2 n,m= 0. . .L−1,

basically the correlators between the Clifford-Operators associated to sites n andm according to
their values. These correlators (prefixed by−i to create a real matrix) can be written in a matrix
form called correlation matrix:

Ĝ =−i













〈
Γ1

0Γ1
0

〉
· · ·

〈
Γ1

1Γ1
L−1

〉 〈
Γ1

0Γ2
0

〉
· · ·

〈
Γ1

0Γ2
L−1

〉

... · · · ...
... · · · ...

〈
Γ1

L−1Γ1
0

〉
· · ·

〈
Γ1

L−1Γ1
L−1

〉 〈
Γ1

L−1Γ2
0

〉
· · ·

〈
Γ1

L−1Γ2
L−1

〉

〈
Γ2

0Γ1
0

〉
· · ·

〈
Γ2

0Γ1
L−1

〉 〈
Γ2

0Γ2
0

〉
· · ·

〈
Γ2

0Γ2
L−1

〉

... · · · ...
... · · · ...

〈
Γ2

L−1Γ1
0

〉
· · ·

〈
Γ2

L−1Γ1
L−1

〉 〈
Γ2

L−1Γ2
0

〉
· · ·

〈
Γ2

L−1Γ2
L−1

〉













which can be written as

Ĝ =

(
M̂1 Î
−Î M̂2

)

.

ˆM1,2 are unknown matrices and
Ii, j =−i

〈
Γ1

i Γ2
j

〉
.

Notice that
Ii,i = 〈σz〉 .
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4.3 Thermal States

Let us determinêG for an equilibrium state at temperature T. Letβ be the inverse temperature
andηq,η+

q the creation/annihilation operators of the diagonalized Hamiltonian eigenstates.We
have to calculate for the expectation value of any operator

〈O〉= Tr {Oρ} ρ =
e
−β ∑q′′ εq′′

(

η+
q′′ηq′′− 1

2

)

Z
,

whereZ represents the partition function

Z = Tr

{

e
−β ∑q′′ εq′′

(

η+
q′′ηq′′− 1

2

)}

= ∏
q′′

cosh
(

β
εq′′

2

)

.

By introducing (3.23a)(3.23b) and then using the orthogonality of the eigenstates in the eigenba-
sis of the Hamiltonian as well as those ofΦq(n),Ψq(n) (with η+

q η +ηqη+
q = 1) yields [16]

(Ms)n,m =− i 〈Γs
nΓs

m〉

= Tr
1...L

{

∑
q,q′

(
η+

q +ηq
)(

η+
q′ +ηq′

)

Φq(n)Ψq′(m)ρ

}

=− i ∑
q,q′

δq,q′Φq(m)Ψq(n) =−iδn,m (4.2)

In,m =− i
〈
Γ1

nΓ2
m

〉

=∑
q

Tr
1...L







(
η+

q ηq−ηqη+
q

)
Φq(n)Ψq(m)

∏q′′ e
−βεq′′

(

η+
q′′ηq′′− 1

2

)

Z







=∑
q

Tr
1...q−1,
q+1...L

{∼}⊗Tr
q
{∼}

=−∑
q

Φq(n)Ψq(m)

Tr1...q−1,
q+1...L

{∼}

Tr1...q−1,
q+1...L

{∼}

(

e
β
2 εq−e−

β
2 εq

)

cosh
(

β
2 εq′′

)

=−∑
q

Φq(n)Ψq(m) tanh

(
β
2

εq

)

. (4.3)

such that

Ĝ =

(
0 Î
−Î 0

)

− i1̂.

4.4 Unitary Dynami
s of the Correlation Matrix

The time evolution of the system is done as described in the proceedings in [14, 15]. In the
Heisenberg picture

O(t) = U′t
†
(t)O(0)U′t(t),

whereU′t = e−iHt is the the time evolution operator.

12



The time evolution on the non-observable diagonal operators of the Hamiltonian Xq as defined
in (3.22) is given by [15]

(
Xq(t)
X†

q (t)

)

=

(
e−iεqt 0

0 eiεqt

)(
Xq

X†
q

)

Therefore we get in terms of the Clifford operators (Û is the diagonalizing transformation):

Γ(t) =
√

2ÛX̂(t)

=
√

2Ûexp
(
−iD̂t

) 1√
2

Û†

︸ ︷︷ ︸

R̂(t)

Γ(0)

=e−iT̂tΓ(0),

where
R̂ = e−iT̂t

is unitary. We see from the above equations, that its elements are

Rm
n =

2L

∑
q=1

Vq(n)V∗q (m)e−iεqt (4.4)

which can be simplified considering the symmetry of the energy spectrum forε → −ε. With
n,m∈ [0,L−1]:

Rm
n =

L

∑
q=1

Φq(n)Φq(m)cos(εqt)

Rm+L
n =−Rm

n+L =
L

∑
q=1

Φq(n)Ψq(m)sin(εqt)

Rm+L
n+L =

L

∑
q=1

Ψq(n)Ψq(m)cos(εqt).

The time evolution of the expectation values of arbitrary operators can be calculated using the
dynamics ofĜ. The connection to the dynamics of the Cliffor-Operators is readily made:

(G(t))i, j =
〈

−iΓi ](t)Γ†
j (t)
〉

= ∑
i, j

Ri
k(t)

〈

−iΓi(0)Γ†
j (0)
〉

R(t)∗lj = ∑
i, j

Ri
k(t)(G(0))k,l R(t)l

j

yielding the final result
ˆG(t) = ˆR(t) ˆG(0) ˆR(t)

†
. (4.6)

In principle this allows us via Wicks theorem to calculate any observable in the system at any
given timet from the initial correlation matrix.
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4.5 Conserved Quantities

To get a rough idea of basic constraints of the dynamics in our system,we study its conserved
quantities. The first is obviously the total energy, which is always conserved if the Hamiltonian
has no explicit time dependence because of

d H
dt

= i [H,H]+
∂ H
∂t

.

We can define a kinetic and potential energy

Epot =
L−1

∑
i=0

(µi

2

)

〈Sz
i 〉 (4.7a)

Ekin =
(

−ω
2

)L−2

∑
i=0

(〈
Sx

i Sx
i+1

〉
+
〈
Sy

i Sy
i+1

〉)
(4.7b)

Etot = 〈H〉= Epot +Ekin.

The second conserved quantity is the total magnetization or equivalently the total number of
particles.

〈Sz
tot〉=

L

∑
i=0

〈Sz
i 〉= 2Ntot−L.

This value, not depending on the change of the potential att = 0 is obviously conserved due to

d Sz
tot

dt
=− i

[

H,∑
i

Sz
i

]

=
ω
2

[

∑
i

Sz
i ,

L−2

∑
i=0

(
Sx

i Sx
i+1 +Sy

i Sy
i+1

)

]

=
ω
2

L−2

∑
i=0

(
2i
(
Sy

i Sx
i+1 +Sx

i Sy
i+1

)
−2i

(
Sx

i Sy
i+1 +Sy

i Sx
i+1

))

=0.
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Part IIQuen
h Dynami
s
5 Quen
h Proto
ol

The protocol of our simulations will be to create a localized initial state in thermal equilibrium
and then abruptly changing the underlying potential. According to recent experiments [9] at low
temperatures we setT = 0. The initial state att = 0 is created using a potential of the form of a
well causing condensation of all particles inside this part of the system. Theposition and density
profile of the condensate can be controlled by the potential. In general wewill trap the particles
in an area next to the left border of the system.

At t = 0+, we abruptly change the potential profile. Therefore the initial state is no longer the
ground state of the new system and we observe non-equilibrium dynamics.

In Figure 2 we show a draft of the two situations att = 0 andt > 0.

µ(x)
x

(a) t = 0

µ(x)
x

(b) t > 0

Figure 2: Schema of the quench protocol for an inverse well as final potential.

It should be noted that this relaxation dynamics is unitary (no dissipation,Etot conserved) and
conserves the number of particles.

6 Initial State

Let us characterize the initial state shown in Figure 2.
The first step is to find the Hamiltonian eigenstates. We can treat the problem ofdiagonali-

zing the Hamiltonian in analogy with a potential well problem although the interpretation of our
eigenfunctions as coefficients for creation and annihilation operators in the framework of second
quantization is different.

6.1 Eigenstates and Energy Spe
trum

The initial state is created inside a flat potential well of constant potential localized in a left part
of width A of the system of total lengthL. For now, we suppose to have infinite walls to expel
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particles from any other region.

µi =

{

µ0 for 0≤ i < A

µR→ ∞ for A≤ i < L
.

To find the spectrum of this system on the chain we solve (3.24a),(3.24b) withthe Ansatz

Φ(i) = Ψ(i) = exp(±iq(i +δ )), (6.1)

whereδ is a phase angle to be determined by the boundary conditions. Using the boundary
conditions

Φ(−1) = Φ(A) = 0, (6.2)

we get a quantization of energy (andq). The final states associated to a given energyεk are linear
combinations of (6.1) associated toqk and−qk. Noting the final states byΦk(i), we finally get
(similar to a continous square well):

εk = µ0−2ω cos(qk) (6.3)

Φk(i) = Ψk(i) = Ãsin((i +1)qk) (6.4)

with Ã =
√

2
A the normalization constant and

qk =
kπ

A+1
, k = 1. . .A.

Note that from now on we will setω = 1
2, to simplify the dispersion relation (6.3). Furthermore

we will define for a given sitei the potential and kinetic energy corresponding to an energy
eigenmodek by fixing:

Epotk = µi and Ekink =−cos(qk). (6.5)

6.2 Thermal initial State

As mentioned in 4.3, we can describe the system in thermal equilibrium by the correlation matrix:

(
Î
)

n,m =−
L

∑
k

Φk(n)Ψk(m) tanh

(
β
2

εk

)

. (6.6)

For zero temperature

tanh(
β
2

εq) = sign(
β
2

εk) = sign(εk). (6.7)

We have to distinguish the well-known critical and non-critical regions of theXX-Model. For
|µ0|> 1 (paramagnetic phase), allεk are of same sign, such that

(
Î
)

n,m =−δn,msign(εn).

Sz =−sign(ε) (6.8)
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is always directed against the external field. In terms of bosonic occupation density:

ρ =
1
2
(−sign(ε)+1).

If |µ0| < 1, part of the spectrumεk is positive and part of it is negative. We have namely N
occupied states 0< qk ≤ qN with qN = max{q,qk < −arccos(µ0)}. Using (6.6) to calculateSz

i
yields

(
Î
)

i,i ≈−
2
π

arcsin(µ0) (6.9a)

+
2cos(i arccos(µ0))

A
+

2cos( iπ
A )sin( iπ

A )cos(i arccos(µ0))cos(i arccos(µ0))

A(1−cos( iπ
A ))

, (6.9b)

where we have neglected terms in higher than second order ofπ
A. (6.9a) is the usual result for the

critical system. (6.9b) is vanishing with distance from the border and systemsize and therefore
merely a finite size effect.

A similar approximation to the values for the off-diagonal elements ofÎ results in

(
Î
)

n,m≈
2
A

sin(marccos(µ0))sin(narccos(µ0))

+

(

2
A

sin(marccos(µA))cos(narccos(µ0))sin(
nπ
A

)

− 2
A

cos(marccos(µ0))sin(narccos(µ0))sin(
mπ
A

)

)

1
cos(nπ

A )−cos(mπ
A ).

Again we have a volume term vanishing with the size of the system. In addition to that we have
the correlation term between nearby sites, which decreases with growingm−n.

As an example we consider the simple caseµ0 = 0. This will also serve to show the phe-
nomenological difference between a system with infinite walls and the case, inwhich the poten-
tial stays finite fori ≥ A.

In the infinite well case, we have to solve

Sz =
1
L ∑

k

sign(
β
2

εk)

which is zero due to the symmetry of cos(qk) aroundq= π/2. There are exactly half of all states
with positive and half of them with a negative spin, so they cancel out because of

sin

(

n
π

L+1

)

= sin

(

(L+1−n)
π

L+1

)

.

Now we try to understand how non-vanishing boundary conditions atA change this situation.
On one hand the above mentioned symmetry ofq is broken. An easy calculation can be done to
approximately model this forµ0 = 0. We take the eigenfunctions of the infinite case as reference
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µ0 =−0.5

Figure 3: Results for the initial occupation density created by different initial potentialsµ0 for a
system ofA = 30 with ω = 1/2. For i ≥ 30 the system continues with an infinite (dashed lines)
or finite (µ0 = 1, straight lines) potential.

but use a simple small constant shift to the wave vectorq0 = k π
A+1 + δ . Then we can extract

approximately inside the system of lengthA from (6.6) :

In,n =−
(

1−2δncot

(

π
n

M +1

))






sin
(

πn
2(M+1)

)

if n even

cos
(

πn
2(M+1)

)

if n odd
.

This introduces oscillations of unit wavelength far from the boundary anddiverges near the
boundary as observed in the numerical data.

For other values ofµ0 this effect is masked by the oscillations of finite sum over the eigen-
functions, that canceled out forµ0 = 0 due to the symmetry of q. Numeric results are shown in
Figure 3 alongside with the initial densities created using different initial values for µ0.

A reasonable approximation of the initial occupation density is according to (6.9) in the conti-
nous limit given by

ρ(x) =
α
π

Θ(A−x) α = arccos(−µ0). (6.11)

7 Dynami
s of the Step Potential

So far we have only considered the properties of our system at a giventime t = 0, creating
thermal states and calculating expectation values. We will now turn to the dynamics for t > 0 as
described in 5. First we will treat the very simple step system as a starting point to understand
the fundamental laws underlying the time-evolution of the particle density.

We are using the Heisenberg picture, so our initial state remains time-independent, while we
apply an evolution to the operators and thus their expectation values. We will proceed by dia-
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gonalizing the Hamiltonian before putting forward the main characteristics of thedynamics. Let
our system be described by a step function chemical potential on sitei:

µi =

{

µA for 0≤ i < A

µB for A≤ i < L
.

7.1 Dispersion Relation and Energy Spe
trum

We now solve (3.11) or analogously the system (3.24a),(3.24b).
Separating the system into System A (0≤ i < A) and B (A≤ i < L), we can solve it inside each

of them with the same Ansatz (6.1) as we did for the initial potential in 6.1. Inside each of the
two systems the dispersion relation reads

ε = µK−cos(qK) K = A,B. (7.1)

Therefore we have, when looking at the two systems together for any given energyεk:

εk =

{

µA−2ω cos(qAk) in region A

µB−2ω cos(qBk) in region B
(7.2)

with the constraint
µA−µB = cos(qBk)−cos(qAk) (7.3)

Combining this with the boundary conditions ini =−1,A,L we will obtain a discretization of
theL possible energy valuesεk,k= 1. . .L associated to compatible pairs of wave vectorsqAk,qBk.

7.1.1 Boundary Conditions at 0 and L−1 and A

From the vanishing boundary conditions atn =−1,L we get (using the Ansatz (6.1) inside Sys-
tems A and B separately) and using the dispersion relation:

ΦA(n) = ΨA(n) =Ãsin(qA(x+1))

ΦB(n) = ΨB(n) =B̃sin(qB(x−L)).

Ã, B̃are normalization constants. To quantize the energyεk and identify the associated compatible
wavenumbersqAk,qBk we go ahead and plug these into the boundary conditions at the interface
between A and B (resulting from (3.11)). Together with the constraint (7.3) we have to solve

(

sin(qA(A−1))+
B̃

Ã
sin(qB(A−L))

)

+(−µA + ε)sin(qAA) =0

(
Ã

B̃
sin(qAA)+sin(qB(A+1−L))

)

+(−µB + ε)sin(qB(A−L)) =0.

cos(qB)−cos(qA) =µA−µB

This leaves us (after elimination of the quotient of the normalization constants and ε by the
dispersion relation) with the system :

sin(qB(A−L))sin(qAA) = sin(qA(A+1))sin(qB(A−1−L))

µA−µB = cos(qB)−cos(qA)

Thek = 1. . .L solutions(qAk,qBk) to this system are nontrivial.
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Figure 4: Schematic draft of the energetically accessible regions. Treating electrons and holes
will add the mirrored spectrum to the shown picture which is associated toε →−ε. As those
spectra are totally independent due to the symmetry stated above we limit our considerations to
one of them.

7.1.2 Allowed Energy Regions

Although we cannot calculate the solutions forqA andqB exactly, a closer look at (7.2) reveals,
that qA andqB have imaginary parts for

∣
∣εk−µA/B

∣
∣ > 1, changing the eigenfunction sinus to a

hyperbolic sinus decrease. We will therefore call a spacial region accessible for a state of given
energyεk if it’s wavenumberqk is real inside this region, such that the state shows oscillatory be-
havior. In the same way we will call states of imaginary wavenumber forbidden. Note that every
state has to be allowed inside at least one Subsystem A or B to allow normalization. Assuming
µA > µB, we can therefore define three energy ranges. All states inside each of them have the
same allowed and forbidden spacial regions:

Region I µA + 1 > εk > µB + 1, Φk(i) is allowed inside 0. . .A−1, qAk is real,qBk = π + iq′Bk
causing decreasing oscillations inside the forbidden region.

Region II µB +1 > εk > µA−1, Φk(i) is allowed inside 0. . .L−1, qAk andqBk are real.

Region III µA−1 > εk > µB−1, Φk(i) is allowed insideA. . .L−1, qAk = iq′Ak is imaginary,
qBk is real.

In Figure 4 those regions are sketched. It is important to note, that the region II may disappear
if |µA−µB|> 2, leaving Regions I and III as two energetically decoupled systems.

We limit our considerations to the caseµB ≤ µA, the other case can be directly deduced by
symmetry.
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Figure 5:Φq(n)(= Ψq(n)) shifted by their associated energy Eigenvalues for a system ofL = 40
sites usingA = 20 muA = 2, muB = 1, ω = 0.5. The dashed line represents the borders of the
allowed energy regions

The structure of our solutions will be as follows if we start withµA− µB = 0 and gradually
increase the potential difference: First we see only modes spanning the whole length of the
system withqAk = qBk = π N

L+1,N = 1. . .L. Slight increases do not change the picture but shift the
energy levels. Increasing further, the upper- and lowermost energylevels drop one after another
into regions I or III resp. until we are left with the two decoupled systems atµA−µB > 2.

The eigenfunctions of the Hamiltonian are shown in Figure 5 for an example potential differ-
ence ofµA−µB = 1.

We see clearly the three regions described above as well as the increasing number of nodes if
we move up in Energy.

7.2 Density of States

It will often be interesting to pass into the continuum limit inεk

∑
k

f (εk)→
∫

dε n(ε) f (ε).

using the density of statesn(ε) = 1
εk+1−εk

. Let us determine the total density of states from the
density of states of the two simple systems.

For systems A and B separately we can define a density of states in terms of wavenumbers
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n(qK), K = A,B from what we have seen so far:

nA(qA) =
A
π
⌈⌉(0. . .π;qA) and nB(qB) =

L−A
π
⌈⌉(0. . .π;qB) (7.5)

leading (via (6.3)) to

nK(ε) =
nK(qK)

√

1− (ε−µK)2
⌈⌉(µK−1. . .µK +1;ε), K = A,B.

Let us recall the Hamiltonian (3.16). If we define the two Subsystem Hamiltonians HK , K =
A,B as the part of the Hamiltonian acting only on subsystem A or B, we can rewrite

H = HA +HB + i
ω
2

(
Γ2

A−1Γ1
A +Γ2

AΓ1
A−1

)
= HA +HB +Hmix.

allowing to approximate

〈Hmix〉
〈HA〉

≈ 1
A
≪ 1 and

〈Hmix〉
〈HB〉

≈ 1
L−A

≪ 1.

Therefore we can expect the energy spectrum spectHK to be very little changed by the contribu-
tion of the interacting partHmix. If we are now interested in the spectrum of the total Hamiltonian,
it will therefore approximately be the superposition of the two initial spectra that stay almost un-
changed:

spectH ≈ spectHA

⊕

spectHB (7.6)

As a consequence, the density of states for the complete system is the sum ofthe two initial ones:

n(ε)≈ nA(ε)+nB(ε) =
A⌈⌉(µA−1. . .µA +1;ε)

π
√

1− (ε−µA)2
+

(L−A)⌈⌉(µB−1. . .µB +1;ε)

π
√

1− (ε−µB)2
(7.7)

The results for a relatively big ratio ofA to L−A is shown in Figure 6. We can see, that the
mean of the numerically found density of statesn(ε) = 1

εk+1−εk
is very well modeled by (7.7).

The superposition can qualitatively also be seen in Figure 5.
Actually we can make a similar development for the wave numbersq. Their value inside

one subsystem of length can only be shifted by a maximum of± π
2l by the linking of the two

subsystems. This is due to the fact, that the number of zeros of a given stateassociated toεk is
fixed to k−1 and has therefore to stay unchanged inside each of the systems, such that finally

qk ∈ [
(k+ 1

2)π
l+1 ,

(k− 1
2)π

l+1 ].

7.3 Velo
ity of Ex
itations on the Chain

A fundamental quantity of our Hamiltonian is the propagation velocity of excitations on the
chain. For the uniform initial state with an abrupt change of magnetization resp. particle density,
we expect to see an excitation dynamic starting from this interface point.

The dispersion relation (7.2) suggests to characterize the propagation ofthis perturbation by a
propagation velocity:

vk =
d εk

dqk
= sin(qk) ⇒ 0 < |v|< 1 (7.8)
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Figure 6: Density of states obtained numerically and by the approximation of a linear distribution
of statesnA/B(q) inside Systems A and B with parametersω = 0.5, µA =−1.5, µB =−2L = 1000
A = 250.

The maximum velocityc = 1 limits the propagation of any perturbation of our system.
Physically it means, that our system is locally in equilibrium outside of|x| > ct as created at

t = 0 just until the perturbation has reached it. Any site|x|< ct will be influenced by the initial
perturbation. In other words a causal relation between two events on ourchain can only exist, if
the distance between the two events is smaller thanct.

The propagation speed associated to a certain energyεk at positioni is then defined by:

vk = sin(qk) =±
√

1− (εk−µi)2

So propagation is fastest forεk = µi and slowest at the maximum and minimum of the allowed
energy regionsεk = µi±1.

7.4 Time-Evolution of the Magnetization Pro�le

7.4.1 Flat XX-Model System (Greens Fun
tion Approa
h)

We will demonstrate in a first step the dynamics on the well-studied and simple to understand
XX-Model (µi = µ = Const.), for which it is actually possible to calculate the time-evolution
explicitly in terms of Bessel functions. For this case, the chemical potential is uniform, so we
expect a linear propagation of any perturbation. In our case we suppose to prepare the system
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with a magnetization according to

mz(x) = (α +1)Θ(A−x)−1 α =−1. . .1, (7.9)

whereΘ(x) denotes the Heaviside step function.
As the new equilibrium state att → ∞ will be the uniform distribution of particles over the

whole chain, we expect a propagation of magnetization to the right and demagnetization to the
left. The conservation of total spin and the symmetry of our initial state suggest, that these two
excitations will propagate completely symmetrical in different directions until their symmetry
is broken due to the finite size of our system, when they hit a wall. The maximum speed of
propagation will of course bev≤ c = 1.

In this special case of a flat final potential it is possible to describe the development of〈Sz〉(n)
by a discrete convolution product of the initial magnetization and a Greens function. The explicit
result including the form of the Greens function can be found in the discrete and continous
case [15,17].

〈Sz
i (t))〉= F0(t)⋆

〈
Sz

p(0)
〉

= ∑
k

F(n−k)
〈
Sz

p(0))
〉

In the continous case the Greens function and convolution are

mz(x, t) =
∫ ∞

−∞
dyF0(y, t)m

z(x−y,0) (7.10)

with the Greens function

F0(y, t) =
1
t

f
(x

t

)

(7.11)

f (v) =

{
1
π
(
1−v2

)− 1
2 if |v|< c = 1

0 if |v|> c = 1

For the initial step magnetization (7.9) we get for the magnetization as long as it has not reached
the walls of our system

mz(x, t) =







α if x < A−ct
α−1

2 − α+1
π arctan

(
x√

t2−x2

)

if A−ct ≤ x≤ A+ct

−1 if A+ct < x

. (7.12)

These results do not depend on the actual value of the constant field.
It is interesting to note that this relation takes a scaling form inv = x

t .
The solutions of this approach are represented together with the numericalresults for a chain

system in Figure 7, yielding an excellent agreement if we neglect the small oscillations caused
by the quantum character of the system.

We observe that the numeric data agrees with the results from the Greens function as long as
we have not met a system boundary with our propagating excitation. The propagation occurs
with a maximum speed ofc = 1 in agreement with the previous paragraph. So the first change
of behavior can be seen for a system of 30 sites at aboutt∗ = 30, when the left front hits the left
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Figure 7: Time-dependent results forA = 30 initially at zero temperature withα = 0 in a flat
potential (µ = 0). Numerical results (symbols) and their continuum solutions (corresponding
dashed graphs, solid black for initial state) for different times. The dashed vertical line marks the
theoretical final distribution atSz =−0.7 and can be seen as the theoretical curve fort→ ∞

wall and is reflected and moves back to the right. The obvious symmetry inA of the problem so
far reflects spin conservation.

For long times (not shown in this graph) we observe an interference of thepositive and negative
wave packages being reflected by the two walls and widening more and more while approaching
the new equilibrium distribution shown in Figure 7.

7.4.2 Step System

In the step-potential we expect a far richer dynamics than for the XX-System, because of the
two distinct spectra of the two sides of the system. As a first step towards a description of the
dynamics we will show and analyze the phenomenology of the time-evolution of this system for
the well-known thermal state localized to the left for different final potentials.

The graphs in Figure 8 show the evolution ofSz(n) for different final potentials. Let us recall
the Hamiltonian

H =−ω
2

L−1

∑
j=0

(

σx
j σx

j+1 +σy
j σy

j+1

)

−
L

∑
i=0

µi

2
σz

j .

A negativeµ means favoring positive spin in the according region, while positiveµ disfavors
them. As an example let us use the initial magnetizations as created by an initialµ0 = 0 or−8
corresponding to a half and complete filled initial system.

25



0 40 80-1

0

1

site i

S z
=

2ρ
−

1

t=0
t=4
t=12
t=28
t=70
t=150
t=800

(a) µA = 0

0 40 80-1

0

1

site i

S z
=

2ρ
−

1

t=0
t=4
t=12
t=28
t=70
t=150
t=800

(b) µA = 0.5

0 40 80-1

0

1

site i

S z
=

2ρ
−

1

t=0
t=4
t=12
t=28
t=70
t=150
t=800

(c) µA = 1

0 40 80-1

0

1

site i

S z
=

2ρ
−

1

t=0
t=4
t=12
t=28
t=70
t=150
t=800

(d) µA = 2

Figure 8:Sz
i at different points in time for different final potentialµA. µB = 0. Initially we filled

the system withµ0 =−8, corresponding to complete filling forA = 30,L = 100

The results for the development underµB = 0 < µA for a completely filled initial reservoir at
t = 0 are mainly the following: We see the situation for a final uniform potential (asin section
7.4.1) being a symmetric perturbation spreading to both sides of the barrier until the wall of the
system is reached when a pattern of waves reflected by the walls is created. For other values of
µA < 2 we observe the same phenomenology, but with increasing the potential difference, the
moving perturbation gets smaller, leaving more and more the central part of theinitial boundary
atA intact.

Let us now look at the case of an only partially filled reservoir att = 0. The results can be
found in Figure 9. We again observe a similar evolution of the magnetization, but the symmetry
for small times aroundA is lost for all but the flat potential case.
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Figure 9:Sz
i at different points in time for different final potentialsµA. µB = 0. Initially we filled

system A withµA = 0, corresponding to half filling forA = 30,L = 100

7.5 Trapping

Interpreting the results of Figure 8 and Figure 9 in terms of bosonic particle occupation, we
observe that for growing potential differences more and more particles are blocked inside the
initial region.

This counterintuitive result is a consequence of energy conservation.The main difference
with the classic system is, that we do not have an unbounded energy spectrum. For each site the
allowed energy range isµi±1. Therefore a particle can only leave the high-potential region, if its
loss in potential energy can be compensated by the gain of kinetic energy limitedby ±1 inside
region B. The number of particles for which this is true decreases with the growing potential
difference, because initially we filled states inside the whole kinetic energy range−1 to 1.

In the caseµA− 1≥ µB + 1 the minimum energy in A is always higher than the maximum
energy in B and virtually all particles are blocked inside System A. We will callthis phenomenon
trapping. The small perturbations we still see are results of the tunnel effect, permitting the
penetration of the System B modes into System A.

The results for an inverse potentialµA ≤ 0 does not present any new information, if we just
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Figure 10: Percentage of particles in the left or right system as a functionof time. Results for
A = 30,L = 100, initially at zero temperature with complete filling for different final potentials
andµB = 0.

think of holes leaving from the right to the left following he same rules.
For the half filled initial state, only the low kinetic energy part of the initial systemis filled

and kinetic energies is conserved under the abrupt change of the potential, such that for the
dynamics only theN modes of kinetic energy−1. . .0 are significant, explaining the later inset
of the trapping. This accounts also for the loss of symmetry of the perturbations running to the
right and left, because the filling of the spectrum is not symmetric around zero kinetic energy.

7.6 Time-dependent Distribution of Parti
les in the left and right System

As we have seen before, the magnetization, which leaves the left region, isstrongly influenced by
the potential difference between the two systems. To clarify this behavior wechange our point-
of-view completely to considering bosonic particles. In Figure 10 we have plotted the percentage
of particles in systems A and B as a function of time for different final valuesof µA. Before
starting the evolution allN0 particles were inside the left region,NA

N0
= 1.

From what we have seen before, we expect the maximum ofNB
N0

to be att∗ = 2(L−A). At t∗

particles that left System A att = 0 and having been reflected atL start to reenter system A while
slow moving particles had a maximum of time to escape from it. For high potential differences
the fast propagating modes of system B atεk ≈ µB with v = c = 1 are not occupied and we see a
slower propagation.

The maximum of these curves can be seen as a measure for the number of particles which can
actually reach System B. Our results underestimate the real number, because the system is finite
and we measure the departed particle number at a finite time. In Figure 11 we show the behavior
of nB = NB(t)

N0
as a function of the system size. From the inset in Figure 11 we conclude that the

committed error scales with1L .
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Figure 11: Percentage of particles in System B as function of time for different system sizes.
Results forA = 30, µA−µB = 0.75, initially at zero temperature with complete filling (N0 = A).
The fit in the insert has the equationnBmax= 0.98465−22.5921

L

Let us suppose that the timet∗ until the wave package going out to the right returns, does not
suffice for slow particles to leave the initial region. We can make a quasi-classical development
to get an approximative number of particles that have not yet left region A.

2A > vqt
∗ ≈ q∗A2(L−A)⇒ Nnondepart≈

A
π

A
L−A

∼ 1
L

.

The dependence in A is more complicated due to quantized spectrum, which we have to take
into account for small A.

Let us note as a summary, that we can optimize our results taking the parametersas follows:
A is to be taken small, but not so small as to introduce errors due to the quantization of one-

particle modes in the left system. One can estimate that for most applications a value of A > 20
is necessary to eliminate those errors.L should be as big as possible, a number which is limited
by the calculation time.

7.7 Time-Evolution of the kineti
 and potential Energy

The whole dynamics is constrained by the conservation of energy (unitarydynamics). In Fig-
ure 12 we have represented kinetic and potential energy (as defined by(4.7)) for the initially
completely filled and half filled system.

The graphs show the conservation of energy and the exchange between kinetic and potential
energy due to the oscillations of the particle density between System A and B.
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(a) completely filled System A, evolution forµA = 0.5
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(d) half filled System A, evolution forµA = 1.5

Figure 12: Kinetic (solid line) and potential (dotted line) energy as a functionof time for a system
of A = 30 prepared zero temperature withω = 1/2 either half or completely filled. For the time-
evolution we useµB = 0.The free systemµA = 0 = µB has constant potential and kinetic energy,
which would give straight lines.

We observe the important differences between the completely and half filled system behavior
att ≈ 0. While for complete fillingEkin(t = 0) = 0 due to the symmetric kinetic energy spectrum,
we have for half fillingEpot(t = 0) = 0 becauseSz = 0 inside System A. For bosonic particles
the data would have to be shifted by the constant valueE0 = µAA

2 .

7.8 Departure Dynami
s

We have so far seen and understood the phenomenology qualitatively. Let us establish some
quantitative results for the observed dynamics. First we have to know the initial state in terms of
the new energy eigenfunctions.
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7.8.1 Proje
tion of the initial State onto the Energy Spe
trum at t > 0

Let us define the initial one-particle eigenstates of the Hamiltonian att = 0 as

ΨA
k (x) k = 1. . .A for states localized inside A

ΨB
k (x) k = A+1. . .L for states localized inside B

Each state can be characterized by its wave numberqA
k or qB

k respectively and vanishes in the
other region.

The normalized one-particle eigenstatesΦl (x) of the Hamiltonian att > 0 are separated into
the regions I,II and III (the different energy regions corresponding to permitted spacial regions
A,A and B, B) given in Figure 4.

ΦI
l (x) =φA

l (x) l = L−A′+1. . .L

ΦII
l (x) =α φA

l (x)+β φB
l (x) l = B′ . . .L−A′

ΦIII
l (x) =φB

l (x) l = 1. . .B′

whereA′ andB′ depend on the potential difference and denote the number of states allowedonly
in System A or B resp. The functionsφK

l are normalized, have a nonzero support only inside
their respective regionK = A,B and are associated to thel -th overall energy level. EveryφK

l
level can be associated to a real wave numberq′Kl . The normalization of the statesΦII

l (x) over
the whole system yields

1
!
= α2 +β 2.

If furthermore we assume the amplitude ofΦII
l (x) approximately equal inside A and B (the

density has to be continous), this leads toα2≈ A
L .

The initial Fock state created atT = 0 is

|Ψtotal〉=
N

∏
k=1

η+
k | /0〉

whereN≤ A is the total number of particles we create from the vacuum state| /0〉.
Let us calculate the expectation value of the number of particles for a final state l , wherea+

l ,al

are the creation and annihilation operators associated to the final energy eigenspectrum:

〈nl〉=〈Ψtotal|a+
l al |Ψtotal〉

=〈Ψtotal|∑
n

Φl (n)c+
n ∑

m
Φ∗l (m)cm|Ψtotal〉

=〈Ψtotal|∑
n,q

Φl (n)Ψq(n)η+
q ∑

m,k

Φl (m)∗Ψ∗k(n)ηk |Ψtotal〉

=
N

∑
k=1

∣
∣
∣
∣∑

n
Φl (n)Ψk(n)

∣
∣
∣
∣

2

(7.15)
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We transform the spacial sum overn into an integral taking into account the different energy
Regions I,II,III. This then yields (defining∆ = µA−µB):

〈nl 〉=
N

∑
k=1

(

⌈⌉(L−A′ . . .L; l) |Il ,k|2 + ⌈⌉(B′ . . .L−A′; l) |α Il ,k|2
)

(7.16)

with |Il ,k|2 =

∣
∣
∣
∣
∣

√

2
A

√

2
A

∫ A

0
dx sin(q′Al x)sin(qA

k x)

∣
∣
∣
∣
∣

2

≈ δq′l ,qk

⇒ f (q′A)≈Θ(qN−q′A)

(

⌈⌉(arccos(∆−1. . .π,q′A)+
A
L
⌈⌉(0. . .arccos(∆−1);q′A)

)

,

where we have passed into the continuum case in wavenumbers by replacing the index depen-
dency in l by the continous wavenumbersq′A andnl by the probability of occupationf (q′A).
We can then use the density of states in the new system in terms of the wavenumbers q′A (the
wavenumber associated to states in system A att > 0) n(q′A) = nA(q′A) + nB(q′A) as given by
(7.5) to determine the particle density in the final system:

ρ(q′A)≈ (nA(q′A)+nB(q′A)) f (q′A)

=Θ(qN−q′A)

(

⌈⌉(arccos(∆−1) . . .π;q′A)
A
π

+ ⌈⌉(0. . .arccos(∆−1);q′A)
A+L−A

π
A
L

)

=Θ(qN−q′A)⌈⌉(0. . .π;q′A)
A
π

=ρ0(q
′A)

In this formulaρ0(q) denotes the density of particles inside an interval dq of the initial state.
So we can simply use the occupation density of the initial System A to calculate the density of

particles in the new system.
For a given energyω of the new system we can conclude for the occupation density in terms

of energies usingρ(ε)dε = ρ(q)dq andρ(ω)dω = ρ(q′A)dq′A

ρ(ω) = ρ(µA−cos(q′A)) = ρ0(µA−cos(q)) = ρ0(µA−µ0 + ε), (7.17)

7.8.2 Modelisation of the Number of departing Parti
les in the Continuum Limit

Only the one particle energy eigenstates ofH att > 0 allowed inside System A and B can guaran-
tee the transport of particles from one system into the other. We will call these modes, spanning
the whole System, propagating modes. Inside A they are characterized by their wave number
qA ∈ ]0,arccos(1− (µA−µB))].

To calculate the number of particles leaving from system A,Nesc, is identical to calculating the
initial density mapped onto the energy regionµB−1< ω < µB+1 allowing for departure, where
ω denotes the energy of the spectrum ofH at t > 0. The initial density attributed to wavenumber
q0 is given by (c.f. 6.2)

ρ0(q0) = f (q0)n(q0) =
A
π
⌈⌉(0. . .qN;q0) with qN = arccos(µ0).
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Figure 13: Particle density departing from the left zone as a function of thepotential difference
µA−µB. The different curves are made from different initial potentialsµ0 =−8,−0.5,0,0.5.

In the continuum limitNesc
A is then (forµA > µB) given by:

Nesc

A
=

1
A

∫ µB+1

µB−1
dω ρ(ω)

=
1
A

∫ qA(µB+1)

qA(µB−1)
dqA ρ(qA)

=
1
A

∫ arccos(µA−(µB+1))

0
dq0 ρ0(q0) (7.18)

=
∫ arccos(µA−(µB+1))

0
dq0
⌈⌉(0. . .qN,q0)

π

An analogous calculation can be done forµA < µB.
In Figure 13 we have represented the numerical and theoretical results for Nesc

A for different
initial filling heights. AtµB−µA = 0 the departure probability is 1 and we find the initial density
N0
A inside region A. For great potential differences (µA− µB > 0), the differently filled initial

situations behave similarly, because only the filled part of the spectrum insidesystem A is in
contact with system B (qN > arccos(1− (µA−µB))) in all cases.

The differnet situations for only propagating, only blocked states and a mixed situation is
sketched in Figure 14.

If the potential difference is small enough to render non-filled states (at the top of the spectrum
of System A) propagative, the number of escaping particles is limitied by the filling height and
not by the forbidden energy of System B. This accounts for the cutoff positions of the graphs for
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Figure 14: Energy spectrum for a given filling height with different final potential differences.
Dashed lines symbolize non-occupied modes, solid states are occupied. Only particles in prop-
agating modes (green) can escape to the right, while particles occupying modes localized in
System A are blocked (red).

the regionµA > µB where all occupied states are in contact with a propagating mode. ForL→∞,
the slope of this region tends to zero and is therefore a finite size effect.

The results and calculations forµA < µB can be done and understood similarly. For small
potential differences the first energy eigenstates rendered non-propagative are characterized by
ω = µA−1. But those are occupied such that we see a direct decrease of transported particles.

8 Dynami
s of the Linear Potential

After having shown some basic properties in the rather simple case of a step potential, we now
want to make a step towards a more general framework.

Starting with the same initial conditions as in the previous chapter we study the time-evolution
induced by a linear potential fort > 0 (c.f. Figure 15).

µ(x)
xA

(a) t = 0

µ(x)
xA

(b) t > 0

Figure 15: Schema of the experimental protocol in the case of a continous linear potential.
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We consider

µi =

{

µB for A≤ i < L

µA− µA−µB
A i for 0≤ i < A

.

As before we will call the left system (0≤ i < A) “System A” and the right (A≤ i < L) “System
B”. For simplicity we mostly setµB = 0.

Main differences to the previous chapter, that will have a significant influence are:

• The potential is continous atA, so we will not get energetically disconnected zones.

• No translation invariance inside System A along x

• Different potential structures for System A and B

We will first analyze the properties of the Hamiltonian and its spectrum fort > 0 before re-
turning to analyze how the initial state looks in terms of this new spectrum and developing its
dynamics.

8.1 Eigenstates and Energy Spe
trum

The first step is again to diagonalize the Hamiltonian and identify the one-particleenergy eigen-
modes.

8.1.1 Eigenve
tors

Writing the eigenvalue equation (3.11) results in

−1
2

Φk(i−1)+ µi Φk(i)−
1
2

Φk(i +1) = εk Φk(i) i = 0. . .L−1, k = 1. . .L (8.1)

with εk the eigen-energy of thek-th eigenmode. We have setω = 1
2 andµB = 0.

We will again solve this equation separately for the subsystems A and B before introducing
the quantification of states using the matching of the boundary conditions.

In System B we recover the same results as for the step potential:

Φk(i) = B̃k sin(qki) εk =−cos(qk). (8.2)

In System A, we transform (8.1) to a (continous) differential equation byconsidering the
inter-site distance to tend to zero. This is possible by assuming slowly varying eigenfunctions
|Φk(i)−Φk(i−1)| ≪ |Φk(i)+Φk(i−1)|, which is only true for smallε−µ(x). It follows:

−1
2

d2

dx2 Φ(x) = (ε−1−µA)Φ(x)+
µA

A
xΦ(x). (8.3)

Now we transform to the new variable

x̃ =−
(

2µA

A

) 1
3
(

x+
A(ε +1−µA)

µA

)
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which yields, when put into (8.3):

d2

dx̃2 Φ(x̃)− x̃Φ(x̃) = 0.

This is the differential equation defining Airy functions [1]. So we have theform of the solutions
in this region as a linear combinationΦ(x) = C1Ai(x̃)+C2Bi(x̃) of two independent solutions of
this equation.

The hypothesis of slowly varying functions needs a refinement. For a given energy,ε− µ(x)
grows withx. Therefore we expect (in analogy with the step system) a high kinetic energy and
short wavelengths when approaching the right boundary of System A.Furthermore we expect
for System B all forbidden modes to be of unit wavelength. Therefore weput for the region
εk−µ(x) > 0

Φ̃k(i) = (−1)iΦk(i).

Using this ansatz inside (8.1) allows us the transformation to a differential equation of slowly
varyingΦ̃(x). Using the variables

ε ′k =µA− εk

x′ =A−x (8.4)

we recover (8.3).
So we can best describe a state by considering it separated into two spacial regimes. From the

left εk−µ(x) '−1, a state is described byΦ(x) =C1Ai(x̃)+C2Bi(x̃). From the right (ε−µ(x) /
1) it is then given symmetrically byΦ(x) = (−1)iC1Ai(x̃′)+ (−1)iC2Bi(x̃′), where we have to
transform energy and position according to (8.4). In the middle between those two descriptions
we expect a continous change from one to the other behavior. In the following we will mainly
use the left solution and deduce the right by symmetry.

8.1.2 Energeti
ally allowed Regions and Boundary Conditions at 0 and L

For System B atL we have the same boundary conditions as for the step potential, which have
already been used implicitly to determine the solutions (8.2) given in the previousparagraph.

Expressing the Eigenfunctions for System A on the left in terms of the original variables we
get:

Φ(x) = C1Ai

(

−
(

2(µA−µB)

A

) 1
3
(

x+
A(ε +1−µA)

µA−µB

))

+C2Bi

(

−
(

2(µA−µB)

A

) 1
3
(

x+
A(ε +1−µA)

µA−µB

))

. (8.5)

Analyzing the argument of theseΦ(x̃), we have forµB < µA the following sign behavior:

x̃ > 0 if x < A
µ(x)−1− ε

µA−µB

x̃ < 0 if x > A
µ(x)−1− ε

µA−µB
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Figure 16: Schematic draft of the energetically accessible regions for thelinear potential, where
the accessible regions are limited byµ(x)±1 as shown in 8.1.2. We setω = 1

2.

The sign change has a particular meaning in the argument of Airy functions.It marks the transi-
tion from oscillatory (Ai(x̃< 0) and Bi(x̃< 0)) to decaying and diverging behavior (for Ai(x̃> 0)
and Bi(x > 0) respectively). In terms of the energy, the sign change takes place atε = µ(x)−1,
marking the transition from an allowed (oscillatory) to a forbidden (decaying) energy region.
Considering the solution to the right, the transition takes place atε = µ(x) + 1 as drafted in
Figure 16.

In fact these considerations lead again to a separation into allowed (|ε−µ(x)| < 1) and for-
bidden (|ε−µ(x)|> 1) energy regions.

Let us divide the system into energy regions of different behavior as marked in Figure 16 to
sum up their behavior at the boundaries and make conclusions about the prefactorsC1,C2: The
two regions to consider will beε < µA−1 andε > µA−1.

II, III µB−1< ε < µA−1: The wave functions have to vanish forx≤ 0⇔ x̃≥ 0. So the rapidly
diverging Bi(y > 0) function has a very small prefactor in comparison to the prefactor
C1 of Ai(x̃≫ 0) ≈ 0, namelyC2

C1
≈ 0. So for these regions we have approximately for all

energiesΦ(x) =C1Ai(x̃). This means that all states are equivalent on the diagonals parallel
to ε(x) = µ(x) and therefore just shifted images of each other.

I µA +1 > ε > µA−1: Ai(x̃(x < 0)) = 0 implies that the two contributions of the solution
have to compensate each other atx = 0. The exact ratioC1

C2
can be calculated setting (8.5)

to zero atx = 0. This result however is not of obvious use due to the complex structure of
the Airy functions and we will thus leave it at this rather structural formulation.

For the functions describing the behavior near the right boundary, we of course obtain the same
behavior superposed by the oscillations of unit wavelength.
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Figure 17: Left:Φq(n) shifted by their associated energy eigenvalues for a system ofL = 40 sites
usingµA = 3, µB = 1, ω = 0.5, A= 20. The dashed line represents the boundaries of the allowed
energy regions. Right:Φ50(n) numerical data (squares) and approximation on the left and right
by the Airy function solutionsΦ(i) = Φ(A− i)(−1)i, i = 0. . .A/2. L = 100 sites usingµA = 5,
µB = 0 in a purely linear system.

8.1.3 Boundary Conditions at A

In principle, we will observe a quantification of the allowed energy valuesεk due to the matching
conditions of the eigenfunctions at the interface between Systems A and B. Calculating the exact
states, however, is a nontrivial task. Furthermore we will need for our further development only
approximations such that the exact matching conditions are not of immediate necessity for this
work.

To complete the picture let us consider the region above the allowed energiesεk > µ(x)+ 1.
As for the step potential above the allowed energy region forx > A, we observe forΦk(x) a
(Airy-Function) decay with a sign change at every site inside the forbidden energy region.

In Figure 17a, the results of our numerical diagonalization for the states are shown shifted
by their eigenenergies. We can distinguish the two regimes of oscillations with diminishing
wavelength in System A and sinusoidal behavior in System B. Furthermore we observe the rapid
decrease outside the allowed regions. Notice the invariance of the states ofenergyε inside
pµB +1 < ε < µA−1 when shifted in parallel with the potential inside System A.

A comparison of the numerically obtained states with the Airy function solutions yields a good
agreement (c.f. Figure 17b). There is however a difference in the behavior nearx = A

2 due to the

fact that the hypothesisd Φq(i)
di ≪ 1 resp.d (−1)iΦq(i)

di ≪ 1 are no longer invalid.

8.2 Density of States

For later use inside integrals in a quasi-continous energy band approximation we calculate the
density of statesn(ε). Let us recall that every energy state has one root more than its predecessor
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Figure 18: Left: Comparison of the numerical and theoretical results for the density of states for
the linear potential. Right: Purely linear system density of states for different system sizes.The
flat zone in the middle disappears forµA < 2

in energy and the additivity of the densities of two spacial subsystems (see Figure 7.2).
We separate System A and B and calculate their respective densities of states: For system B

the result is identical to the one found for the step potential (see (7.5))

n(ε)B =
n(qB)

√

1− (ε−µB)2
.

For system A a similar approach is successful. Let us treat System A as if itconsisted of a
series of infinitesimal subsystems of size dx which each has locally the same properties as a flat
potential. We can then consider every single of these subsystems to be locallyat equilibrium.
Inside each intervalx. . .x+dx we define the localn(ε,x).

By integrating over the contributions to the density of states alongx we determine the density
of states for a given value of the energy. The reasoning why this shouldwork is, that the difference
in energy 1

n(ε) = εk+1− εk only depends on the zeros of the statesΦk(x),Φk+1 and not on their
amplitude. So the unknown amplitude (a function ofx) is of no importance and we only have
to know the (local) wavelength (resp. the wavenumber) atx, which directly depends only on
ε−µ(x) =−cos(qk) for every interval dx. In analogy with the results in the step potential (7.5)
we define the local density of states as

n(ε,x) =
⌈⌉(µ(x)−1. . .µ(x)+1;ε)

π
√

1− (ε−µ(x))2
,

where the spatial dependency is solely carried by the explicitlyx-dependent chemical potential
and⌈⌉(a. . .b;x) represents the door function (c.f. (4.1) in 4.1 for the formal definition).

Let us carry out the integration overx, while keeping track of the boundary values when
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changing the variable toy = ε−µ(x) = ε−µA + µA−µB
A x ∈ [−1,1]:

n(ε) =
∫ A

0
dx n(ε,x)

=
∫ 1

−1
dy

A
µA−µB

⌈⌉(0. . .A;x)

π
√

1−y2

=
A

(µA−µB)π
arccos(y)







y=β

y=α

(8.7)

where for a given energy,α is the minimum over allowedx of ε−µA(x), whileβ is its maximum.
Let us solve this by considering the boundaries of the allowed energy regions separately. For each
of them we plug their extremal allowed valuesα or β into (8.7). Treating the boundaries one by
one, we get:

• Right boundary (x = A): Energy rangeµB−1 < ε < µB +1 givesβ = ε−µB.

• Right/Top boundary:x= µA+1− A
µB−µA

ε: Energy rangeµB+1< ε < µA+1 givesβ = 1.

• Left boundary: (x = 0): Energy rangeµA−1 < ε < µA +1 givesα = ε−µA.

• Left/Bottom boundary (x = µA−1− A
µB−µA

ε): Energy rangeµB−1 < ε < µB + 1 gives
α =−1.

To cast the result in a readable form while taking into account the different overlapping re-
gions it is most convenient to write the result in terms of the door function to always chose the
appropriate interval.

The total density of states for all those regions and including the results forµB > µA, for which
an analogous calculation can be done, then reads

n(ε) =

+ ⌈⌉(µB−1. . .µB +1;ε)
L−A

π
(
1− (µB− ε)2)− 1

2 (8.8a)

+ ⌈⌉(µB−1. . .µB +1;ε)
A

π(µA−µB)
arccos(µB− ε) (8.8b)

+ ⌈⌉(µB +1. . .µA +1;ε)
A

µA−µB
(8.8c)

+ ⌈⌉(µA +1. . .µB−1;ε)
A

µB−µA
(8.8d)

− ⌈⌉(µA−1. . .µA +1;ε)
A

π(µA−µB)
(arccos(µA− ε)). (8.8e)

In this formula, (8.8a) reflects the contribution from system B while the other contributions are
those of the boundaries of system A. (8.8c) and (8.8d) give the contribution of the upper diagonal
boundary for the case of a positively or negatively tilted potential.

In Figure 18a we compare the resulting function with the numerical data.
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Before we use these results to evaluate dynamical properties, let us evaluate if the size of the
system has a significant influence. For the continous limit we basically placedourselves in an
infinite system, so we expect the calculated results to be the limit of the numerical curves when
L→ ∞.

In Figure 18b we show the curves obtained numerically and analytically for different system
sizes. We have separated the linear System A from the flat System B to eliminatethe superposi-
tion of their states and give a clearer picture. The errors, we find are small even for small systems.
So the use of this approximation will not introduce great errors due to finite size.

In fact the technique used here can be generalized to work with many otherforms of potentials.
As this leaves the main focus of this work, this result can be found in the Appendix A.

8.3 Time-Evolution of the Density Pro�le

In this section we will show the numerical results for the evolution of the initial state placed inside
a linear potential and then try to understand some of the dynamical phenomenawe observe. After
an analysis of the departure dynamics the main focus will be on the trapping region. We will
mostly treat the case of a repulsive potentialµA > µB.

In Figure 19 the numerical results for the dynamics in the linear case for different initial states
and slopes of the final potential are shown. As for the step potential casewe see that part of the
particles leave to System B, forming a wave package. Inside the initial regionwe have a more
and more pronounced trapping effect for increasing potential differences.

8.4 Departure Dynami
s

8.4.1 Proje
tion of the Initial State onto the new System

In the same way as in the step potential case we investigate the number of particles initially
localized in System A leaving to System B. A formal projection of the initial states onto the final
system is however an arduous task.

We can nevertheless understand some basic properties of the projection by recurring to the
classical picture of infinitesimal droplets with well defined momentum and positioncorrespond-
ing quantum-mechanically to a coarse-graining inq. We consider a density of infinitesimal
droplets of massρq(x)dxdq, which is equivalent to

ρq(x)dqdx =

q+ m
2

∑
q̃=q−m

2

∣
∣Φq̃(x)

∣
∣2dx

m
dq with L≫m

The initial density is created by the superposition of the N lowest energy eigenstates (charac-
terized byq < qN) Φq(x) = Ãsin(qx) with an occupation

f (q) = ⌈⌉(0. . .qN;q)

with qN = arccos(µ0), where we useµ0 = µA(t = 0). We assume that in the continuum limit the
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Figure 19: Density of particles on a chain ofL = 1000,A= 200,µB = 0 for different initial fillings
and slopes of the potential att > 0.
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Figure 20: Initial and final positions of infinitesimal droplets at positionx∗ inside the initial and
final system. The lines represent the initial eigenstates of the Hamiltonian. Theexample droplets
preserve their position in x and the kinetic energyzq = yq (the distance fromµ0 resp.µt(x))

coarse-grained particle density is approximately uniform for means over small volumes∆q∆x:

∫ x+∆x
x

m+∆q

∑
k=m
|Φm(x)|2dx

∆q∆x
≈Const. = 1.

We obtain then for the density inx andq

ρq(x)dxdq≈ dx
A

f (q)n(q)dq,

wheren(q) is the local density of states as defined in 8.2. Therefore, the initial density associated
to the wavenumberq at a given position is independent of x and given by

ρ0
q(x) =

1
A

n(q) f (q) =
1
π
⌈⌉(0. . .qN;q).

We use (the kinetic energy ofq)

zq = εq−µ0 =−cos(q) <−cos(qN).

Let us determine the projection of the density. While quenching, every singledroplet is
mapped into the new system in a way that conserves its positionx and kinetic energyzq.

The energy inside the new system is denoted byω and the potential byµt(x). The condition for
the conservation of kinetic energy yields for any x (introducing the new variable ỹ = ω−µt(x)
as the kinetic energy in the new system):

ỹq = ω−µ(x)
!
= εq−µ0 = zq =−cos(q). (8.9)
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2 with (from left to right) k̃ = 661. . .670, k̃ =

491. . .500 andk̃ = 131. . .140. The dashed line represents the profile calculated using (8.12)

The initial density associated to a given value ofzq is therefore projected onto a line parallel to
µ(x) given byω = ỹq + µ(x) with ỹq = zq.

A sketch of this mapping of droplets is given in Figure 20.
The density is conserved throughout the mapping and we get using (8.9) :

ρ(ỹ,x)dỹdx = ρ0
q(x)ỹ=−cos(q) dqdx (8.10)

The final density only depends onx through the value of ˜y(x∗) and we omit the variablex:

ρ(ỹ)dỹdx = ρ0
q(x)dqdx =

1
π

dqdx, ỹ =−cos(q) (8.11)

So we get

ρ(ỹ) =
1
π

1
√

1− ỹ2
⌈⌉(−1. . .−cos(qN), ỹ).

Explicitly using ỹ(x) we can represent the density as a function ofx for a given energyε using
ỹ = ε−µA(1− x

A):

ρ(x) =
1
π

µA

A
√

1− (ε−µA(1− x
A))2
⌈⌉( A

µA
(µA− ε +1) . . .

A
µA

(µA− ε +cos(qN)),x) (8.12)

We expect a density profile of this form inside the linear region in the coarse-grained model.
This is well reproduced numerically as can be seen in Figure 21.

8.4.2 Modelisation of the Number of departing Parti
les in the Continuum Limit

To calculate the number of particles, that will leave the system A,Nesc, we have to count the
number of particles mapped into the energy region−1. . .+ 1, settingµB = 0. Those particles
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Figure 22: Particle density departing from the left zone as a function of thepotential difference
(µB = 0). The different curves represent simulations for different initial filling densities. We used
L = 2000,A = 30.

will be occupying propagative modes and therefore leave to System B. This is equivalent to
ỹ =−cos(q) ∈ [−1,1−µA(1− x

A)] if µA > 0.
Nesc is therefore given by the following integral (forµA > 0):

Nesc

A
=

1
A

∫ A

0
dx
∫ 1

−1
dω ρ(ỹ(ω ,x))

=
1
A

∫ A

0
dx
∫ π

0
dqρ0(q)⌈⌉(0. . .arccos(µA(1− x

A
)−1),q)

=
1

Aπ

∫ A

0
dx
∫ arccos(µA(1− x

A)−1)

0
dqΘ(arccos(µ0)−q))Θ

(

x−A(1− 2
µA

)

)

=
1

Aπ

∫ A

0
dx arccos(µA(1− x

A
)−1)Θ(arccos(µ0)−q))Θ

(

x−A(1− 2
µA

)

)

(8.13)

This integral has to be evaluated separately for different values ofµA. Calculating in the same
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way also the case ofµA < 0, the final result reads

Nesc

A
=

1
π |µA|







√

1−µ2
0 +arccos(µ0) for 2 < µA

⌈

(µA−1)arccos(µA−1)+arccos(µ0)

+
√

1−µ2
0−
√

µA(2−µA)

⌋

for 1+ µ0 < µA < 2

arccos(µ0) for 0 < µA < 1+ µ0
⌈

(µA +1)arccos(µA +1)−µAarccos(µ0)

−
√

−µA(2+ µA)2

⌋

for µ0−1 < µA < 0

−
√

1−µ2
0 +arccos(µ0) for µA < µ0−1

.

The numerical results forNesc
A and theoretical curves are shown in Figure 22. We see a good

agreement for the result as long as∆ is small. For large|µA| the coarse-graining hypothesis does
no longer hold true inside the integration region.

The employed technique can also be applied to calculate the number of particlesmapped into
any other given energy range. The main result to retain is that the number of escaping particles
is proportional to the inverse of the slope of the potentialNesc∝ A

∆ .

8.4.3 Potential-independent Features

For our given partially filled initial state, which is quenched to any new potential, we always
observe two different regimes for the departure probability. First, if all occupied modes of the
energy eigensystem att > 0 are propagative and second if we have modes blocked by the potential
difference. We can actually determine the coordinates of this transition for any potential with
d µ(x)

dx > 0, by considering the conservation of kinetic energy (and thereforeε−µ(x) = cos(qN)
over the quench. By taking

µB +1 = µA−µ0 = µA−cos

(
πN0

A

)

to get the potential difference∆ rendering the highest energy states non-propagative, we get the
coordinates at the point of transition

(∆ ,
Ndep

A
) =

(

1+cos(
πN0

A
) ,

N0

A

)

, (8.14)

where N0
A corresponds to the initial fillingρ0. These results correspond well to the graphs we

have shown so far for the linear and the step potential (c.f. Figures 13,22).

8.5 Chara
terization of the Blo
ked Parti
les

Let us return to the linear potential dynamics.The package of departing particles is just a propa-
gating density on a flat potential. It is therefore of minor interest and has already been extensively
studied (e.g. [11]). We can always chooseL big enough to see it dispersing. However inside the
region of the linear potential we observe a persisting dynamics of the trapped particles. In Figure
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Figure 23: Zoom on the linear potential region 0. . .A for µA−µB = 5, L = 1000,A = 200. The
curves represent different timest = 2π A

µA−µB

n
24 n = 0,12,13, . . . ,149,150. States corresponding

to n
24 integer and half integer have been marked especially. The reason for thischoice of times

will be obvious after the following discussions

23 we have superposed numerical results for the densities of particles atmany points in time
which allows us to explicitly see some of the main features and dynamical properties, we will
quantify in the following.

To better understand the dynamics, let us recall the system’s energy ranges and analyze their
behavior separately.

• µB−1 < ε < µB +1: Particles in this energy region will leave to system B, because they
occupy propagative modes.

• µB+1< ε < µA−1: Every energy eigenstate can be constructed from any other Eigenstate
by just shifting it in parallel with the potential. Density of states isn(ε) = A

µA−µB
. Particles

occupying these states are trapped.

• µA−1 < ε < µA + 1: Particles occupying states in this energy range are trapped as well.
The Eigenstates are superpositions of Ai(x̃) and Bi(x̃) and therefore hard to calculate ex-
actly.

The three regions are drafted in the Figure 24a.

8.6 Plateau

The most striking feature in Figure 23 is the formation of a flat region in the middleof the linear
potential region. A closer look at the allowed energy regions and the energy spectrum gives a
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Figure 24: Schematic draft of the energetically accessible regions for thelinear potential. Den-
sity in the upper (hatched) part (µA−1 < ε < µA +1) is dispersing over time, the lowest modes
(hatched) with−1 < ε < 1 are the propagative modes. The remaining modes (inside the bold
black parallelogram) are equidistributed and homogeneous and thereforeexhibit identical trans-
portation properties on parallels toµ(x). The gray surface shows the spacial distribution of the
density of particles. The observed density at a given position x is obtained by superposing the
density of all allowed energies. The dashed lines represent the integration range over the homo-
geneous modes to obtainρ(x) at three example positions ofx. Insidex− < x < x+ content of the
integration range stays identical over time.

hint to its explanation. In fact the plateau occupies exactly the spatial range, where only states
inside the energy regionµB +1. . .µA−1 are allowed (c.f. the region not hatched in Figure 24a).

As a consequence of the spacial invariance of the initially created state andthe states in this
energy region, all the allowed states inside this region are uniformly filled att = 0. They are
independent, evolve identically under time-evolution but are slightly shifted inx against each
other. As before, their filling and behavior does only depend on the valueof ỹ = ω − µ(x) and
not on energy and position directly. Therefore all density on a line in parallel to µ(x) is identical
in value and moves with the same velocity. If, to fix the ideas, at a given positionx density is
leaving to the right for a given energyε there is always the same density taking its place from the
left introduced by a state ofε +dε, if the stateε +dε belongs toµB +1. . .µA−1. We therefore
basically observe a displacement of a block of constant density alongx for the density associated
to a given initial value of ˜y. This is illustrated by Figure 24, where two points in time are shown.

Therefore any density at positionx resulting from the superposition of only states showing this
behavior stays unchanged over time. The initial shape of the particle density, which is the flat
plateau is then preserved. In Figure 24b we mark the border of the regionin which this is valid by
x− andx+. All points outside this region have contributions to their density from the departing
density in−1 < ε < 1 or the irregularly dispersing regionµA−1 < ε < µA +1, thus introducing
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non time-invariant contributions (see the changing content of the dashed integration intervals in
Figure 24).

Calculating the position of the plateau from the minimal and maximal allowed spacial coordi-
nates atµB +1 andµA−1 yields

x+,− =
A
2
± A

2

(

1− 4
µA−µB

)

for µA−µB≥ 4, (8.15)

which is confirmed (up to small contributions from tunneling effects) by our simulations. The
plateau region only exists forµA−µB > 4, thus for the situation shown in figures 23 and 24.For
µA−µB < 4 the spatial ranges for escaping and dispersing particles superpose each other.

8.7 Os
illations

The second interesting feature of the dynamics we observe inside the linearpotential region
is a periodic exchange of density between the regions on the left and on theright side of the
plateau, which can be interpreted as oscillations between two macroscopic localized states. The
main dynamics is again caused by the uniform displacement of density inside theenergy region
µB +1 < ε < µA−1. Supplementary to this, we observe an additional oscillation of density for
x < x− which is added to these main oscillations. These smaller contributions to the particle
density are caused by the particles trapped inside the energy regionµA−1 < ε < µA +1, which
oscillate irregularly. In order to avoid this perturbation, one may let these blocked particles escape
by opening a propagation band on the left by using a final potential of the form

µi =







µB for A≤ i < L

µA− µA−µB
A i for 0≤ i < A

µA for i ≤ 0

. (8.16)

We will however leave the discussion of the behavior in this case for later.

8.7.1 Period

Let us estimate the period of the main movement by using the droplet-model. In analogy to the
step system we can define a local velocity at a given positionx depending on the energyε and
position:

v|x = sin(q)|x =±
√

1− (ε−µ(x))2.

The time of one period (the time for a droplet to travel from the left boundaryto the right and back
at this speed) is for any droplet and within the energy rangeµB + 1 < ε < µA−1 independent
from the actual energy value:

T =
∮

dx
1

v|x
= 2

A
µA−µB

∫ 1

−1

d(ε−µ(x))
√

1− (ε−µ(x))2
= 2π

A
µA−µB

(8.17)

This result (which is the main reason for the plateau we observed) is confirmed by Figure
23, because densities at times differing byT superpose. To verify our result we compareT
to measurements of the period of oscillations for different potential slopes inFigure 25 again
confirming our calculations.
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Figure 25: Period of the main oscillations in the trapping region of the linear potential for a
system ofL = 1000,A = 200. ForµA−µB<4, these oscillations were not observed (no plateau).

8.7.2 Dynami
s of an isolated Droplet

In the same way we can calculate the time-evolution of a single droplet of energy εs for t > 0: We
assume that this single droplet has a positionx(t) with x(0) = x0. Analogously to (8.17) using
∆ = µA−µB:

t =
∫ x

x0
dx′

1
v|x′

=±2
A
∆

∫ εs−µ(x)

εs−µ(x0)

d(εs−µ(x′))
√

1− (εs−µ(x′))2
=±2

A
∆

(arcsin(y)−arcsin(y0)), (8.18)

The± stands for the solution of particles initially moving to the right and left. We use the variable
changey= εs−µ(x) for x(t) andx0. Inverting (8.18) then yields the fundamental relation for the
displacement of a single droplet:

εs−µ(x) = y = sin(arcsin(y0)∓ t∗) (8.19)

whith the rescaled timet∗ = t ∆
2A. As all of the droplets forming the total density move indepen-

dently, we need only to identify the initial density at the initial positionρ0(y0) corresponding to
ρ(y, t) wherey0 is given by (8.19). This can be formulated for any final value ofy, by using the
Dirac delta to choose the right initial position:

ρ(y, t) =
∫ 1

−1
dy0 ρ0(y0)δ (sin(arcsin(y0)∓ t∗)−y)

The Dirac Delta can therefore be interpreted as the Greens function of a single particle displace-
ment. Of course we can easily recover the dynamics in terms ofx at a given energy, by undoing
the change of variablesy = ε−µ(x).
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8.7.3 Semi-Classi
al Model for the Os
illation Dynami
s

Let us push the model used a little further to model the full displacement of the particle density.
First we calculate the initial density inside the new system associated to an infinitesimal energy
intervalρ0(ỹ) using (8.11) yielding ˜y =−cos(q).

Using (8.19) we can then calculate the displacement of this density over time fora given
energy. We make the assumption that due to the thermal character of the initial state, there is no
preferred initial direction such that we have for the initial density moving to theright and to the
left ρ→(ỹ) = ρ←(ỹ) = 1

2ρ0(ỹ).
We assume that the total density of particles is given at any pointx by the superposition of all of

the energy eigenstates, but we will limit our calculations to energiesε insideµB +1 < ε < µA−1.
So the last step is to integrate for every positionx the density over the allowed energy range.

ρ(x, t) =
∫ 1

−1
dy⌈⌉

(
µA

A
x+1−∆ . . .

∆
A

x−1;y

)

ρ(y, t)

=
∫ 1

−1
dy ⌈⌉(∼;y)

∫ 1

−1
dỹρ(ỹ)

δ
(

sin(arcsin(ỹ)+ t∗)−y

)

+δ
(

sin(arcsin(ỹ)− t∗)−y

)

2

=
∫ 1

−1
dy⌈⌉(∼;y)

∫ π

0
dq
⌈⌉(0. . .qN;q)

2π

(

δ
(

sin(−t∗+
π
2
−q)−y

)

+δ
(

sin(+t∗+
π
2
−q)−y

))

=
1

2π

∫ t∗+qN

t∗−qN

dq∗ ⌈⌉
(

∆
A

x+1−∆ . . .
∆
A

x−1;−cos(−q∗)

)

(8.20)

This integral can be done for any given value ofx andt. The integration surface is sketched in
Figure 26.

Inside A
2 ± A

2

(
1− 4

∆
)

for ∆≥ 4 the plateau is reproduced, because the door function is always
one:

ρ(x, t∗) =
2qN

2π
=

qN

π
= ρ0

For t∗ = 2nπ we get

ρ(x, t∗) = ⌈⌉
(

0. . .
A
∆

(1−cos(qN));x

)
arccos(1− ∆

Ax)

π

+⌈⌉
(

A
∆

(1−cos(qN)) . . .
A
∆

(∆−2);x

)
qN

π

+⌈⌉
(

A
∆

(∆−2) . . .
A
∆

(∆−1−cos(qN));x

)
qN−arccos(1− ∆

Ax)

π
. (8.21)

The caset∗ = (2n+1)π is then easy to establish by simply using the mirror symmetry atA
2 and

settingx′ = A−x in (8.21).
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x = A
∆ (−cos(−q∗)−1+∆)

x = A
∆ (−cos(−q∗)+1)

q∗

x

A

0 π−π

t∗t∗−qN t∗+qN

Figure 26: Integration range of (8.20). Over time the rangeq∗ = t∗−qN . . .t∗+qN shifts along
with t∗. The integration is carried overq∗ inside the surface limited by the solid blue curves and
the extremal values ofq∗. As an example, the surface fort∗ = 3.5 is hatched in green. The dotted
red lines mark the boundary of the plateau region.

For t∗ = π
2 +nπ we get

ρ(x, t∗) =⌈⌉
(

A
∆

(1−sin(qN)) . . .
A
∆

(1+sin(qN));x

)
qN +arcsin(∆

Ax−1)

2π

+⌈⌉
(

A
∆

(1+sin(qN)) . . .
A
∆

(∆−1−sin(qN));x

)
qN

π

+⌈⌉
(

A
∆

(∆−1−sin(qN)) . . .
A
∆

(∆−1+sin(qN));x

)
qN +arcsin((∆−1−x)∆

A)

2π

The results are shown in Figure 27 for the system we were treating so far,but also for a system
with an initial density developing under a potential allowing high energy modes toescape as
given by (8.16). This not only shows a very good agreement to the calculated profiles, but also,
that the additional density we see on the left of the plateau is really due to the particles in the
high energy levels ofω > µA + 1. A comparison of these density profiles would therefore be a
good starting point to analyze the behavior of these particle modes.

8.8 Current

From what we have seen so far we expect a current of particles to flowback and forth through the
plateau region and generating the oscillations between the two macroscopic states we identified
for the energy rangeµB+ < ε < µA− 1. This current should be spatially constant within the
plateau region and periodic with periodT in time.

We can define a local currentj associated to each connectioni = 0. . .L−2 between neighbor-
ing sitesi, i +1 by using

d ni

dt
= j i− j i+1 = i [H,ni ] = i

[

ω ∑
i

c+
i ci+1 +c+

i+1ci ,c+
i ci

]

and identifying the terms consisting of operators acting oni, i + 1 and i + 1, i + 2 (c.f. [14]).
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(b) Propagative System to the left and right

Figure 27:µA−µB = 5,L = 1000,A = 200. The curves represent different timest = 2π A
µA−µB

n.
Left: The situation of a system allowing escape only to the right. Right: System allowing escape
to the left also. The dashed curves represent the density calculated forthese times from (8.20)

Transforming to Clifford operators then yields

j i = i
1
4

[
Γ2

i+1Γ2
i +Γ1

i+1Γ1
i

]
. (8.22)

The expectation value of the currents can thus at any time be calculated as theoff-diagonal
elements of the correlation matrix̂G(t) given by (4.6).

Numeric results for the current in the middle of the plateau atA
2 as a function of time are

given in Figure 28a. We expect the exchange of particles and thus the current between the two
localized states we were treating in the previous chapter to be of periodT = 2π A

µA
if the slope

of the potential is high enough to create a plateau. Otherwise we have contributions from high-
energy states and departing particles.

We will again use the classical model introduced in 8.7.3 to reproduce this behavior for the
states with energiesµA−1 > ε > µB +1. The velocity isv(y) =±sin(arccos(−y)) =±sin(q).
We make the assumption, that the current is analog to a classical current given byρ(y, t)v(y)
and that the total current then is the superposition of all of these currentsat a given position.
Therefore (witht∗ = tA

∆ )

j(x, t∗) =
∫ 1

−1
dy ⌈⌉

(
µA

A
x+1−∆ . . .

∆
A

x−1;y

)

ρ(y, t)v(y)

=
∫ 1

−1
dy⌈⌉(∼;y) |sin(arccos(−y))|
∫ π

0
dq
⌈⌉(0. . .qN;q)

2π

(

δ
(

sin(−t∗+
π
2
−q)−y

)

−δ
(

+sin(t∗+
π
2
−q)−y

))

=
1

2π

∫ t∗+qN

t∗−qN

dq∗ ⌈⌉
(

∆
A

x+1−∆ . . .
∆
A

x−1;−cos(−q∗)

)

sin(−q∗) (8.23)
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Figure 28: Current in a system ofL = 1000,A = 200 created with half filling att = 0. Left:
Current as a function of time in the middle of the linear region (x = A

2 ) for different µA. The
theoretical curve has been created using the result from (8.24). ForµA ≤ 1 we see the departure
of particles as the dominating element while forµA = 5 the oscillation dominates the picture.
Right: profile of the local current density for different timest = 2πA

µA−µB
n and the dashed theoretical

curves.
.

We proceed to solve this for some special cases. Inside the plateau region(∆≥ 4):

j(x, t∗) =
1

2π

∫ t∗+qN

t∗−qN

dq∗ sin(−q∗) =
1
π

sin(qN)sin(t∗) (8.24)

Note that there is a maximum particle exchange for half filling, while we have no exchange
for qN = 0,π (completely filled or completely empty). The observation of perfect sinus inside
the plateau region supports the thesis to have the oscillatory exchange of particles between two
localized macroscopic states.

This result is shown in Figure 28a and reproduces very well the numeric data. Furthermore,
t∗ = π

2 +2nπ yields the simple result (a simple trapezoid)

j(x,
π
2

) =
1

2π

∫ π
2 +qN

π
2−qN

dq∗ ⌈⌉
(

∆
A

x+1−∆ . . .
∆
A

x−1;cos(−q∗)

)

sin(−q∗) (8.25)

= ⌈⌉
(

A
∆

(1−sin(qN)) . . .
A
∆

(1+sin(qN));x

) ∆
Ax−1−sin(qN)

2π

+⌈⌉
(

A
∆

(1+sin(qN)) . . .
A
∆

(∆−1−sin(qN));x

)
sin(qN)

π

+⌈⌉
(

A
∆

(∆−1−sin(qN)) . . .
A
∆

(∆−1+sin(qN));x

) ∆
A(∆−1−x)+sin(qN)

2π
.

This result is shown in Figure 28b alongside the numerical results. We see very small dis-
torsions of the theretical trapezoid solution due to the not exactly flat initial filling (c.f. Figure
3).
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Part IIICon
lusion and Outlook
9 Con
lusion

We have shown in close connection between theoretical developments and numerical simulations,
the main features of the quench dynamics for the Bose-Hubbard-Hamiltonianin the case of a step
and a linear final potential. The properties of a localized initial state atT = 0 have been presented
as well as conserved quantities of the system.

For the case of a step potential and a linear potential, which are applied as sudden quench
to this initial state, we have established the diagonalized Hamiltonian and analyzedits energy
spectrum.

First we investigated the time-evolution in the case of the step potential. This lead tothe
counterintuitive result of particles being trapped inside their initial spacial region, although a
classical approach would predict the quench potential att > 0 to be repulsive there. This behavior
was reproduced analytically using a continuum limit approach.

For the case of a linear potential, this trapping of particles persisted and wasmodeled using
a similar approach. Additionally we analyzed the dynamics of these trapped particles. The
dynamics can best be interpreted as the oscillation of density between two localized macroscopic
states in the left and to the right part of the trapping region. These oscillations of density were
modeled using a semi-classical approach allowing us to identify its macroscopicbasis states.

The good agreement with the numerical simulations suggest that we have achieved a good
understanding of the underlying principles and phenomena governing thisquench dynamics,
which presents us with a good starting point for further research.

10 Further Resear
h and possible Generalizations

The model we used allows for a series of generalizations and further development. First of all
it should be possible to use it for predictions about the behavior of the high-energy modes, we
treated only phenomenologically. On the formal side, it should then be possible to generalize the
techniques used to many other forms of potentials analog to what we show in appendix A. This
should allow to model the departure dynamics and even the time-evolution in the semi-classic
model for more complicated potentials.

Furthermore, the persistence of these trapping and oscillatory phenomenacan be studied if
weakening the hypothesis of a hard-core boson-boson interaction. This is actually been done
in my research group in parallel to this work using DMRG. Although the resultsare still to be
verified we see hints to a changing behavior at high fillings and for the blocking dynamics.

For applications, refined calculations for different potentials and their reproducibility in exper-
iments could be done. This might yield a protocol for a “self-compression” of bosonic conden-
sates, because the particles in the high energy levels cause the density to belocally higher than
the initial density, when the oscillating density is localized in the left macroscopic state.
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Part IVAppendix
A Cal
ulation of the Density of States in the Generalized

Case

Here we want to generalize the technique used in 8.2 to calculate the density ofstates for classes
of different potentials.

For system B system, we assume the flat potential and thus we have

n(ε)B =
n(qB)

√

1− (−µB + ε)2
.

As this is well understood and only adds to the contribution of the left system, we can now treat
the right left system independently.

We again cut system A into infinitesimal small intervals dx and integrate the local densities of
state for a given energy value. In analogy with the results in the step potential (7.5) we define the
local density of states as

n(ε,x) =
⌈⌉(µ(x)−1. . .µ(x)+1;ε)

π
√

1− (ε−µ(x))2
,

where the spatial dependency is solely carried by the explicitlyx-dependent chemical potential.
Now we integrate to get (for 0< x < A and a potential for whichd µ(x)

d× ≤ 0)

n(ε) =
∫ A

0
dxn(ε,x) =

⌈⌉(µA(x)−1. . .µA(x)+1;ε)

π
√

1− (ε−µ(x))2

=
∫ min(1,ε−µB)

max(−1,ε−µA)
d(ε−µ(x))

(
d x

d(ε−µ(x))

)
1

π
√

1− (µA(x)− ε)2

=
∫ min(1,ε−µB)

max(−1,ε−µA)
dy

(
d x

d(ε−µ(x))

)
1

π
√

1− (y)2
(A.1)

A special case is the step potential itself. In this case the derivative vanishes and we obtain a
Dirac delta function(µA−µB)δ (x−A) reproducing the result we postulated.

The same calculations can be done for a potential of (d µ(x)
d× ≥ 0), which will invert the mini-

mum and maximum for the borders and ad a negative sign. Potentials changingtheir monotony
behavior can also be calculated by taking into account the different permitted and non-permitted
regions.

Let us calculate the explicit result for a group of simple potentials.
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For the case of a potential of the formµ(x) = µA
(A−x)n

An we get:

(
d x

d(ε−µ(x))

)

=
A

µ
1
n
A n

(ε−y)
1
n−1 y = ε−µ(x)

Into this form we can easily include a nonzero value forµB by shifting the energy spectrum
without any further calculations.

The resulting integrals can be solved and but give rise to complicated hypergeometric func-
tions. For the special casen = 1 we recover the results for the linear potential. We give a couple
of examples how these solutions will look like and compare them to our numericaldata in 29.

Considering the excellent agreement between the calculated and simulated results, we can
assume our calculations as a good starting point for further calculations likethe departure prob-
ability.

B Informati
s System and Simulation Routine used

The calculations accompanying our project were performed in C++ making use of the GNU
Scientific Libraries originally written for C. The procedure of calculation corresponds largely to
the mathematical procedure mentioned in the introduction. A speed benchmark which gives an
idea of the time-consumption involved, showed that the running time scales approximately like
T = NstepsL2.8T0, where L is the system size andNstepsthe number of time-points calculated.T0

is a reference time, which largely depends on the processing system used, being of order 10−6s.
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